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Grundlagen der Künstlichen Intelligenz – Techniques in Artificial Intelligence

R. Lafrenz Wintersemester 2012/13 28.1.2013

Chapter (16+) 18

Decisions and Learning
with material from Russel/Norvig original slides and Michael Beetz



Rational preferences



Rational preferences (cont’d)



Maximizing expected utility



Learning



Learning element



Learning in AI context

 Many learning algorithms widely used in practice:
– (Artificial) Neural Networks
– Support Vector Machines
– Reinforcement learning
– Learning from examples 
– etc.

 Special lecture “Machine learning” 

 Here, we concentrate on Decision tree learning



Inductive learning



Approximate inference

 In general, inference in Bayesian networks is NP-hard
 For polytrees, exact inference has linear time and space 

complexity.
 For all other network topologies, approximate algorithms 

are needed



Approximate inference



Approximate inference



Approximate inference



Approximate inference



Approximate inference



Decision trees



Attribute-based representations



Example



Expressiveness



Hypothesis space



Decision tree learning



Choosing an attribute



Information



Information (cont’d)



Performance measurement



Performance measurement (cont’d)



Summary

 Learning needed for unknown environments, lazy designers

 Learning agent = performance element + learning element

 Learning method depends on type of performance element, available 
feedback, type of component to be improved, and its representation

 For supervised learning, the aim is to find a simple hypothesis that is 
approximately consistent with training examples

 Decision tree learning using information gain

 Learning performance = prediction accuracy measured on test set


