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Chapter 14 (cont‘d) + 15

Probabilistic Reasoning / time

with material from Russel/Norvig original slides and Michael Beetz



Bayesian networks - inference



Exact inference - algorithm



Evaluation tree

 Enumeration is inefficient: repeated computation
e.g., computes P(j | a)P(m | a) for each value of e



Inference by variable elimination



Variable elimination: Basic operations



Approximate inference

 In general, inference in Bayesian networks is NP-hard
 For polytrees, exact inference has linear time and space 

complexity.
 For all other network topologies, approximate algorithms 

are needed



Inference by stochastic simulation



Sampling from an empty network



Example



Example



Example



Sampling from an empty network (cont’d)



Rejection sampling



Likelihood weighting



Likelihood weighting



Summary Bayesian Networks

 Bayesian networks allow a compact representation of the joint 
probability distribution using independence assumptions

 They support different forms of inference: causal, diagnostic, …
 Inference means here the calculation of the distribution of a set of 

variables given evidences
 The complexity of inference depends of the network structure
 In general, inference in Bayesian networks is NP-hard
 Approximate algorithms needed for complex networks
 Sampling can be used



Chapter 15: 
Inference in temporal models



Markov processes (Markov chains)



Example



Inference tasks



And now a practical example …


